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where f, n, and T are the dependent variables, the a’s are
coupling operators which are in general variable, the S’sA computational method for treating fluid-type turbulence with

strongly coupled equations is outlined and tested. Applied to drift are arbitrary forcing terms, and the system is defined on
wave turbulence in a magnetised plasma, it is generalisable to other a two-dimensional Cartesian grid, (x, y). It is not always
systems. Coupling operators are treated with the second-order accu- true that both dimensions involved in =2 can be Fourier
rate scheme DIRK2, in which only values at the current time step

transformed away; indeed, in the case described below onlyare needed to advance the system. Turbulent advection, small-scale
the y-direction is transformed, and the a’s are specifieddissipation, and weak forcing terms are split apart and treated inde-

pendently, so that the overall scheme is still first order. Neverthe- functions of x and the Fourier mode index for the y-coordi-
less, the part that is not second order is that which needs to be nate. The matrix of the a’s is not, in general, definite and
resolved in any case. Strict convergence and error testing shows may be singular.
the new scheme to outperform the implicit one previously used

The difficulty in this system is apparent when these a’swith drift wave turbulence by a significant margin. Q 1996 Academic

are rapidly varying, since the Laplacian operator in Eq.Press, Inc.

(1) couples the regions in x which are characterised by
weak and strong coupling. It is important not to let this

I. INTRODUCTION variability of the a’s affect the x-dependence of f, n, and
T in a spurious way. An implicit time-stepping algorithm

In many computational fluid systems, the practitioner for this system was previously developed in the case of
faces the problem of dissipative coupling between two or two dependent variables, f and n [1]. The algorithm was
more of the dependent variables and the coupling operator only first-order accurate, and the time step was limited
is rapidly varying with position. When the coupling is weak accordingly. In this paper the second-order accurate step-
the variables evolve independently, and when it is strong ping algorithm known as DIRK2 [2] is applied to the system
a subset of the variables evolves independently with the for four equations, and it is indeed found to be second-
others following equilibrium relations. One example is a order accurate with no spurious transport in the x-direc-
reacting flow in which some of the reaction rates are arbi- tion; i.e., its performance is not damaged by the presence
trarily fast in some regions of the computational domain of the Laplacian operator. The physical milieu which
but are slow enough that they must be followed in others. makes this an important problem to solve in the present
In the physical system described below the problem is case is the phenomenon of anomalous transport in fusion
exacerbated by the fact that one of the dependent variables plasmas, which may find an eventual explanation in terms
appears under the time derivative with the Laplacian oper- of the turbulent dynamics of the electron fluid in a magne-
ator. The generic form of the system is tised plasma, in general.

In the last decade or so there has been much experimen-
tal activity directed towards understanding the details of
the turbulent fluctuations in density (ñ), temperature (T̃),

t
=2f 2 a11f 1 a12n 1 a13T 5 S1 , (1)

and electrostatic potential (f̃), which are ubiquitous in
tokamak plasma discharges [3]. Direct in situ measure-n

t
2 a21f 1 a22n 1 a23T 5 S2 , (2) ments with Langmuir probes in the relatively cool edge

regions (T & 50 eV) have shown that the turbulence is at
a level consistent with the proposition that it is responsibleT

t
2 a31f 1 a32n 1 a33T 5 S3 , (3)

for the anomalous transport of particles and energy oc-
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curring in those regions. Since anomalous transport (trans- present have rather subtle resolutions, the method must
not introduce a large amount of spurious dissipation. Suchport rates several orders of magnitude larger than they

would be if caused by interparticle collisions) is also ubiqui- a numerical method has already been published [1], and
it is the basis for several computations of this dynamics intous in laboratory fusion experiments, in all regions, under-

standing its mechanism is generally recognised as one of a two-dimensional sheared slab geometry [7–9]. However,
being a purely implicit (backward Cauchy–Euler) methodthe central problems outstanding in the magnetic fusion

effort. Among the important results so far obtained from it is only first-order accurate in the time step, so the compu-
tations have been rather expensive. Since the validity ofthe experiments are: (a) Dynamics at ‘‘drift scales’’: both

spatial and temporal scales are commensurate with elec- the results in two dimensions can be questioned, one would
like to extend the computations to full toroidal geometry.tron drift-wave dynamics. That is, particle flows occur ac-

cording to the E 3 B velocity, vE 5 (c/B2) E 3 B, and Toroidal computations have begun, but present-day re-
sources allow only inadequate [10] or marginal [11] reso-the electron thermal energy is responsible for the turbu-

lence. (b) Strong departures from adiabatic behaviour in lution.
The purpose of this paper is to surmount this difficultythe electrons, where ‘‘adiabatic’’ connotes strict adherence

to a Boltzmann distribution. For small fluctuations it would and facilitate the development of fully resolved computa-
tions in toroidal geometry in the near future. Recent com-mean ñ/n R ef̃/T and T̃ R 0. What is observed is that all

three fluctuations are of the same magnitude (with T̃/T putations using the implicit method have done so only for
the parallel electron dynamics, leaving the remaining partssomewhat smaller) and have large phase shifts relative to

one another. (c) Spectral energy transfer dynamics pro- to be done with a second-order predictor–corrector
scheme (second-order Runge–Kutta). This was adequateceeding in both directions with roughly equal importance:

smaller to larger scales and vice versa [4]. This is in marked for the turbulence (which must be completely resolved
temporally, anyway) and for the linear gradient terms, butcontrast to the usual situation in experiments with neutral

fluids and implies that more than one type of nonlinearity it created problems in the studies involving sheared E 3
B flows. When sheared flows were present [9] it was neces-is concurrently important. (d) Indications of a transport

mechanism which is both nondiffusive and nonlocal. Here, sary to reduce the time step by a factor of 3 below what is
otherwise customary [7]. In this paper, the implicit method‘‘nondiffusive’’ implies that transport does not have the

simple scaling with gradients that collisional transport itself is extended to include the terms describing E 3 B
advection, linear gradient forcing, and parallel ion dynam-does, and with more than one gradient present a quantity

can be transported in the direction of its gradient [5]. ‘‘Non- ics, in addition to the parallel electron dynamics. Then,
an existing stepping algorithm which is both second-orderlocal’’ implies that the level and character of the turbulence

at a given radial position depends on conditions within a accurate and stiffly stable is applied to the present problem.
Briefly, each time step is split into three segments: tworange of that position quite a bit larger than the characteris-
implicit steps of equal length separated by an explicit (Eu-tic scale of the turbulence, and a change in regime at one
lerian extrapolation) step. The relative fractions of eachposition can cause the turbulence level to drop everywhere
are adjusted to match all terms in the corresponding Taylorwithin such a large range [6].
expansion through second order [2]. The nonlinear termsObviously, there is more to the physics of this state of
(the turbulence) as well as smaller terms representing theaffairs than is intuitive, and it has become imperative to
effects of magnetic field gradient and curvature are treatedsimulate the dynamics of a system of equations describing
with the predictor–corrector as before. The result is a newthe electrons as completely as possible [7]. The principle
method which is both more accurate and faster than thatdifficulty in doing this is the speed of the electron dynamics
used previously [1].parallel to the magnetic field. In the fluid, collisional regime

The following sections introduce the problem to beinhabited by tokamak edge plasmas, electrons can be non-
solved, detail the implicit part of the method and the step-adiabatic only when the turbulence can compete with this.
ping order, and provide tests showing the improvementsBut in a computation it is also necessary to retain coupling
in performance. Although the tests given here are doneto parallel ion velocity fluctuations (ũi), which at a large
for linear waves and two-dimensional turbulence in slabparallel gradient becomes effective, even though the ion
geometry, the principle conclusion is that fully resolveddynamical rates are inherently much slower. As a result,
computation in three dimensions is now available to thosepart of the computational domain is deep into the adiabatic
who can command significant fractions of the largest andregime for electrons. What is needed is a computational
fastest computers now in operation.method which can treat a ratio of parallel electron dynam-

ics to turbulence and wave frequencies which can take II. DEFINITION OF THE PROBLEM
arbitrarily large or small values: it must be stiffly stable.
Further, since the questions whether drift waves are stable The physical system and set of equations used herein

have been completely detailed elsewhere [7]; a brief de-in the linear regime or whether strong turbulence will be
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scription follows. The physical milieu is electron fluid dy- These perpendicular velocities are then substituted into
the advection and divergence terms in the rest of the fluidnamics at drift scales. Dynamical rates (g) are much slower

than plasma (gp) or gyration frequencies (V) of either equations. Because of the quasineutrality there is only one
density equation, but both ion and electron divergencesspecies, the electron collision frequency (ne) or magnetohy-

drodynamical (MHD) scales, but much faster than that of occur in the charge conservation equation, = ? J 5 0. Paral-
lel velocities are left as is, but the electron piece is elimi-perpendicular dissipation via collisional exchange of gyro

orbits. Spatial scales for the fluctuations (D) are smaller nated in favor of Ji, which satisfies a collisional Ohm’s law
determined by a balance between forces on the electronsthan those of the background quantities (L) but larger than

the collisionless skin depth, Debye length, or gyroradii. In and friction against the ions. In the process, two further
assumptions are made: (a) The plasma pressure is lowthis regime, each species may be treated as a fluid with its

own density and temperature, as was done by Braginskii enough so that the field lines remain unperturbed and
the motion is electrostatic. In the collisional regime this[12]. Due to the slowness of g, the plasma is quasineutral:

f does not vanish, but ni P ne ; n. This requires that requires that the plasma beta satisfy bL2
s /L2 ! 1, where

Ls is the shear length of the magnetic field and L is theg ! Vi ! gpi , which is easily satisfied by tokamak edge
turbulence. One important limitation for this study is that scale length of the dominant gradient, =n or =T [7, 16]. (b)

The background plasma current is everywhere negligiblythe drift wave dispersion scale, rs 5 c(MiTe)1/2/eB, must
be retained. Since this is the same size as the ion gyroradius small, so that the effects of rippling instabilities do not

enter. The condition for this is (J/necs)(L/Ls) ! 1, wherein Ti 5 Te , one is restricted to cold ions: Ti ! T ; Te .
This being the case, the ions may still be treated as a fluid cs 5 (Te/Mi)1/2 is the sound speed [17, 18]. In Langmuir

probe experiments both conditions are satisfied easily. Ad-although the ion–ion collision frequency (as opposed to
ne) is usually negligible for tokamak edge turbulence. Re- ditionally, terms which are formally small by D/L, e.g.,

parallel advection by ũi , are strictly neglected. Due to theselaxation of this limit, using either ‘‘gyrofluid’’ [13] or gyro-
kinetic [14] approaches, is left to later work. With this restrictions and the general drift ordering, the only nonlin-

ear terms appearing in the equations are those involvingcaveat, the wide range of time and space scales experienced
by the turbulence can be treated so long as all satisfy the advection by the E 3 B velocity; these are called ‘‘E 3 B

nonlinearities.’’above ordering, which is most often the case. As far as
fluctuation levels are concerned, it is assumed that the Since the present purpose is to exemplify the computa-

tional method the geometry is simplified to the two-dimen-relative amplitudes ef̃/T, ñ/n, T̃/T, are all commensurate
with each other but small in the measure D/L. sional slab system used previously [7, 8]. The right-handed,

orthonormal coordinate system (x, y, z) is locally field-Following Drake and Antonsen’s nonlinear MHD treat-
ment [15], the Braginskii equations [12] are reduced by aligned, with =z in the direction of B at a prescribed refer-

ence location, x 5 0. The background =n and =T are in thesolving for the electron and ion velocities perpendicular
to the magnetic field: direction of 2=x, leaving =y in the electron drift direction

given by =p 3 B. The magnetic field is
electrons: v 5 vE 1 vp , (4)

B 5 B S=z 1
x
Ls

=yD,ions: u 5 vE 1 vp , (5)

where the E 3 B velocity, vE , the diamagnetic drift, vp , with B and Ls constant. The =B terms are introduced by
and the polarisation drift, vp , are given by allowing B a slight gradient in the direction of 2=x, of

scale length LB @ L. The background gradients are kept
fixed, as is most appropriate in a treatment of 2D, localisedvE 5

c
B2 B 3 ='f, vp 5 2

c
neB2 B 3 =' p ,

(6)
turbulence [7]. In slab geometry the differential opera-
tors are

vp 5 2
Mic2

eB2

d
dt

='f,
d
dt

5


t
1

c
B

=z ? =f 3 =, (8)

respectively. The advective derivative appearing in vp is
with the E 3 B velocity, =i 5

x
Ls



y
, (9)

d
dt

5


t
1 vE ? =, (7) =2

' 5
2

x2 1
2

y2 , (10)

noting the absence of vp in (d/dt) due to the well-knowndue to the fact that vp ! vE .
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diamagnetic cancellation [19]. One should note that the sec- F

t
1 hf, j 1 Vy(x)



yGond term on the right side of Eq. (8) contains the E 3 B
nonlinearity, linear gradient forcing, and E 3 B shear flow
advection. Below, these are separated. In Eqs. (9), (10), the 3 u 5 2gu

f

y
2 «x



y
(n 1 T) 1 eix2 2u

y2 , (15)
subscripts ‘‘i’’ and ‘‘'’’ denote the components parallel and
perpendicular to the magnetic field, respectively.

The equations are normalised relative to the background where â 5 1.71 and k 5 1.6 are constants, and gn , gT , gu ,
at the reference flux surface, x 5 0, also called the ‘‘reso- D, «, ei , and gB are constant parameters, and Vy(x) and
nant surface’’ since =i vanishes there. The reference time Wy(x) are specified functions. The second term on the left
scale is cs/Ln , and the spatial scale is rs . The relative ampli- side of each equation is the E 3 B nonlinear advection
tudes scaled by the small parameter d 5 D/Ln . Explicitly, term, e.g.,

f r d21 ef̃

T
, n r d21 ñ

n
, T r d21 T̃

T
, u r d21 ũi

cs
, (11) hf, nj 5

f

x
n
y

2
n
x

f

y
. (16)

where quantities appearing without the tilde on the right
The term involving ei is an artificial parallel viscosity whichside refer to the background at x 5 0. In normalised units,
under the cold ion restriction takes the place ion Landauthe two scales rs and cs/Ln take the values of unity.
damping has when the ions are warm [7]. All constants,With all of the foregoing, the problem is defined as
parameters, and variables as described in this paragraphfollows:
are real.The four dependent variables, f, n, T, and u, are defined

The dependent variables are expressed in a Fourier rep-on a two-dimensional spatial domain, V, given by x [
resentation, e.g.,[2xL , xL] and y [ [0, 2f/K], where xL and K are constant

parameters. The temporal domain is t . 0. The four depen-
dent variables are specified at t 5 0 for all (x, y) [ V.

f(x, y) 5 ON
l51

fleikyy 1 c.c., ky 5 lK, (17)They are assumed to vanish for x 5 6xL and to be periodic
in y, e.g., f(x, 2f/K) 5 f(x, 0). Subject to these constraints,
the four dependent variables satisfy the equations

where the subscript denotes the lth harmonic of the funda-
mental component and N is the number of complex compo-F

t
1 hf, j 1 Vy(x)



yG S 2

x2 1
2

y2D nents. In order to ensure de-aliasing, N is always one-third
of a power of two, rounded down. In Fourier, or xky-space,
the parallel gradient operator becomes a multiplying3 f 5 Wy(x)

f

y
1 Dx2 2

y2 (âT 1 n 2 f)
factor,

2 gB


y
(n 1 T), (12) =i R iki 5 ixky . (18)

This greatly facilitates the development of an implicit algo-F

t
1 hf, j 1 Vy(x)



yG rithm. Transformation between xy- and xky-space proceeds
through a standard fast Fourier transform. Because of the

3 n 5 2gn
f

y
1 Dx2 2

y2 (âT 1 n 2 f) strong inhomogeneity in the x-direction (pure hydrody-
namic to deep adiabatic conditions over a distance DD

which is usually less than the scale of f) that direction2 «x
u
y

2 gB


y
(n 1 T 2 f), (13)

is never transformed; derivatives in the x-direction are
expressed through finite differences over a grid of M points,F

t
1 hf, j 1 Vy(x)



yG the first and last of which are at x 5 6xL , respectively. A
resolution function is specified,

3 T 5 2gT
f

y
1

2
3

âDx2 2

y2 (âT 1 n 2 f)

xL
f
x

5
(1 2 f1) f0

tanh f0
sech2 f0x 1 f1 , (19)

1
2
3

kDx2 2T
y2

through which the interval [2xL , xL] in x is mapped to the
interval [21, 1] in f. Derivatives are expressed through the2

2
3

«x
u
y

2
2
3

gB


y Sn 1
7
2

T 2 fD, (14)
chain rule, so that centered differences are taken in the
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equidistantly spaced f. This is simple because f is infinitely departures from adiabatic behaviour in the electrons are
important. If C . 1, then the range of scales of motiondifferentiable. In xky-space one has
excited in the turbulence (D * DD) are relatively nondisper-
sive, and the drift wave turbulence exhibits a nonlinearf

x
(xi , l) 5

fi11,l 2 fi21,l

2h
f 9(xi),

(20) instability: it is self-sustaining even though the correspond-
ing linear waves are all damped [7, 8]. This result provides

=2
'f(xi , l) 5 aifi21,l 1 di,lfi,l 1 ci,lfi11,l , the motivation for continuing the development of numeri-

cal methods capable of treating high-resolution simulation
where h 5 2/(M 2 1) is the interval in f, the prime denotes of drift wave turbulence.
(/x), and the Laplacian matrix elements are

III. THE NUMERICAL STEPPING ALGORITHM

ai 5
f 0(xi)

h2 2
f 9(xi)

2h
, ci,l 5

f 0(xi)
h2 1

f 9(xi)
2h

,
(21) The basic scheme by which the linear terms (except

those involving gB) in Eqs. (12)–(15) are solved is a three-di,l 5 2(ai 1 ci) 2 l2K2.
segment stepping algorithm: an implicit (backward Cau-
chy–Euler) step is taken, followed by an explicit step (Eu-

The ci,l’s depend on l because they are affected by the di,l’s lerian extrapolation), followed by another implicit step [2].
in the triangularisation. The grid point locations, xi , are The fraction of the total time step taken by each is adjusted
obtained by integrating Eq. (19) numerically. such that all the terms in the temporal Taylor expansion

In turbulence computations only, an artificial dissipation through second order in the time step are recovered. As
term in the form of a small hyperviscosity, e'=4

' , is added an example, consider the simple linear advection equation
to the square brackets on the left side of each of Eqs. given by
(12)–(15). The purpose is to contain the spectral transfer
tendency towards small scales. In xky-space the hypervis-

Ḟ 5 2iaF, (26)cosity is a pentadiagonal matrix which is derived from the
Laplacian matrix and the chain rule on the grid map in

where F is a complex function of the real variable t, a isEq. (19) by straightforward means.
a real parameter, and the dot refers to differentiation withIn terms of the physics, the parameters in (12)–(15) are
respect to t. It is desired to find F(t 1 t) given F(t). Simplegiven by
implicit and explicit steps may be respectively repre-
sented by

D 5
cs/Ln

0.51ne

Mi

me

L2
n

L2
s
, (22)

F(t 1 t) 5
F(t)

(1 1 ita)
, F(t 1 t) 5 (1 2 ita)F(t). (27)gn 5 1, gT 5 Ln/LT , gu 5 Ln/Lu , (23)

« 5 Ln/Ls , K 5 k0rs , gB 5 2Ln/LB , (24)
Both expressions satisfy the Taylor expansion,

where the L’s are the background scale lengths for the
F(t 1 t) 5 (1 2 ita 2 Ast 2a2 1 ? ? ?)F(t), (28)subscripted quantities, and 2f/k0 is the unnormalised peri-

odicity length in the y-direction. The E 3 B shear flow
Vy(x) has been normalised to (rscs/Ln), and Wy(x) 5 V0y only to first order. One could improve this by using the

second-order predictor–corrector scheme,(x). Of the parameters, the most important is D, which
gives the degree to which the electron dynamics will be
adiabatic. In normalised units, adiabatic electrons means F* 5 (1 2 Asita)F(t), F(t 1 t) 5 F(t) 2 itaF*, (29)
n R f and T R 0. The ratio of linear gradient forcing to
parallel collisional dissipation, taken at the lowest wave- but the benefit of stiff stability conferred by the implicit
number k0 , gives the collisionality, step would be lost. This is acceptable for the turbulence,

complete resolution of which is desired, but not for the
parallel electron dynamics or E 3 B shear flow advection,C 5 0.51

ne

gp

me

Mi

L2
s

L2
n

;
D2

D

r2
s

, (25)
both of which inhabit regions of V where their correspond-
ing physics do not really enter (at large uxu and ky the
electrons are deeply adiabatic and the amplitudes of thewhere gp 5 ck0T/eBLn is the diamagnetic frequency, and

the second equality is used to define a new scale length, localised fluctuations are negligibly small). One can, how-
ever, combine the two types of steps in Eq. (27) to retainDD . This is called the nonadiabatic, or hydrodynamic, layer

width and represents the width of the region in which both second-order accuracy and stiff stability:
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where k2
i 5 x2k2

y is a real variable in Fourier representation.
F(1) 5

F(t)
(1 1 iu1ta)

, F(2) 5 (1 2 iu2ta)F(1),

(30)
This is differenced in time so that

=2
'f 5 =2

'f(0) 2 a(n 2 f), n 5 n(0) 2 a(n 2 f), (34)F(t 1 t) 5
F(2)

(1 1 iu3ta)
,

where a 5 tDk2
i and the superscript denotes values at thein a routine known as DIRK2 [2]. The first term in Eq.

backward time step. One solves the second expression in(28) is matched by choosing the step functions, u, to satisfy
Eq. (34) for n in terms of f and then substitutes into theu1 1 u2 1 u3 5 1. The second term in Eq. (28) is matched
first, yielding the implicit stepping scheme:if u2

2 5 u2
1 1 u2

3 . These conditions are satisfied by the choice

S=2
' 2

a
1 1 aD f 5 =2

'f(0), n 5
n(0) 1 af

1 1 a
. (35)u1 5 u3 5

1

2 1 Ï2
, u2 5

Ï2

2 1 Ï2
. (31)

Stiff stability results from there being two contributions of The operator acting on f in Eq. (35) is a tridiagonal matrix
ta in the denominator of the amplification factor opposing similar to that in Eq. (20); this is solved to obtain f, which
only one in the numerator: is then substituted into the second expression in Eq. (35)

to obtain n. It was shown previously [1] that the eigenvalues
of the corresponding amplification matrix are both unity

F(t 1 t) 5 jF(t), j 5
(1 2 iu2ta)

(1 1 iu1ta)(1 1 iu3ta)
. (32)

when a 5 0, and in the limit a R y one approaches zero
and the other, unity. This means that in the adiabatic limit
there is no spurious dissipation; the two eigenvalues corre-Further, one can verify by examination of uju2 that the
spond to the damping of (n 2 f) and the lack of dissipationamplitude of F (which in the exact solution does not
of (n 2 =2

'f), respectively. When the electrons are asymp-change) is unaffected at second order (like the predictor–
totically adiabatic, their parallel motion ceases to be ancorrector) and damped at fourth order (where the pre-
effective dissipation mechanism, and the quantity (1 2dictor–corrector grows). These properties are exactly what
=2

')f becomes an invariant, up to other dissipation chan-one desires for the parallel electron dynamics and E 3 B
nels in the ion dynamics [20]. What inaccuracy there isshear flow advection in drift wave turbulence.
in this scheme lies in the approach to adiabaticity, mostThis simple algorithm must be applied to the drift wave
important where Dk2

i p g, or x p C1/2 in normalised units.system, Eqs. (12)–(15), and to do that one must develop
Too large a time step would result in overestimating howan implicit step where as much of the work as possible is
adiabatic the electrons are. The first-order accuracy resultsdone analytically. That is, one would like to avoid block
in the limitation of the time step experienced before [1].inversion techniques, since for drift wave dynamics these

For the implicit parts of the overall step in the DIRK2carry the danger that the rapid parallel dissipation mani-
scheme, this method is used not only for the parallel dissipa-fests itself as spurious perpendicular diffusion in n and T
tion terms but also for those involving E 3 B shear flowcaused by the =2

' operator in Eq. (12). The technique used
advection, linear gradient forcing, and parallel ion motion.in an implicit step is to solve for u, T, and n in terms of
The last two might not be necessary, but since the E 3 Bf, then to solve a tridiagonal matrix equation for f, and
advection already involves all four dependent variables,then simply obtain n, T, and u. Because of the form of
those terms are easily included in the scheme. Only the gB=i , this can only be done in xky-space, which is what necessi-
terms are left out. On the one hand, they are even slowertates the Fourier representation. Up to now, the scheme
than the linear gradient forcing terms; on the other, in manywhich has been used by this author [7–9] treated only the
geometries they involve derivatives in the x-direction, and,parallel dissipation terms (those involving D) implicitly,
except for the =2

' operator in Eq. (12), this is to be avoided,leaving others to be done by predictor–corrector (turbu-
as already explained. First, u, T, and n are eliminated in or-lence and E 3 B shear flow) or simply explicitly (gradient
der to get the tridiagonal matrix equation for f, and thenforcing and magnetic curvature).
the rest proceeds as a generalisation of Eqs. (34), (35). Con-Such an implicit scheme has already been published, for
sidering all the linear terms, except those involving gB , onethe simplified drift wave system in which T is left out [1].
is given f(0), n(0), T (0), and u(0). One findsIn the most basic form, the parallel electron dissipation

involves relaxation to adiabatic behaviour of the linear
system u 5 Su 2 Aupf 2 Auh(n 2 f) 2 AutT,

T 5 St 2 Atpf 2 Ath(n 2 f), (36)


t
=2

'f 5 2Dk2
i (n 2 f),

n
t

5 2Dk2
i (n 2 f), (33)

n 2 f 5 Xn(Sn 2 Ahpf),
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where in the limits of large and small tDk2
i —as it does in the

simpler, isothermal system as outlined above and before
[1].Su 5 Xuu(0),

The entire algorithm for the full, nonlinear system in
St 5 Xt[T (0) 2 Sdit«kiSu], (37) Eqs. (12)–(15) then proceeds as follows: (i) One starts with

f, n, T, u, and =2
'f at time t. (ii) The nonlinear and gBSn 5 n(0) 2 (tâDk2

i 2 it«kiAuh)St 2 it«kiSu ,
terms are advanced with the predictor–corrector scheme.
In each segment thereof, the dependent variables are trans-and
formed to xy-space, terms involving hf, j are computed
and transformed back to xky-space, and the gB terms areXu 5 (1 1 itkyVy 1 teik2

i )
21,

added. After the first segment the intermediate quantity
Xt 5 [1 1 itkyVy 1 Sdt(â2 1 k)Dk2

i 2 Sdit«kiAuh]21, f* is computed from the intermediate vorticity using Eq.
(20). After the second segment one has the four quantitiesXn 5 (1 1 itkyVy 1 x2

n)21,
n, T, u, and =2

'f updated by the hf, j and gB terms. (iii)
Artificial dissipation is applied to each of these to obtainAup 5 Aut 5 Auh 5 it«ki Xu ,
n(0), T (0), u(0), and =2

'f(0). (iv) An implicit step is taken
Atp 5 Xt(itgT 2 Sdit«kiAup), (38) using Eqs. (36)–(42) with a partial time step of u1t, ob-

taining the intermediate quantities f(1), n(1), T (1), u(1), andAth 5 SdXt(tâDk2
i 2 it«kiAuh),

=2
'f(1). (v) An explicit step is taken by evaluating the linear

Ahp 5 1 1 itkyVy 1 itgn 2 tâDk2
i Atp terms (except gB) using the quantities superscripted by

‘‘(1),’’ and then taking the linear extrapolation over the2 it«ki(Aup 2 AuhAtp),
partial time step u2t. One now has the intermediate

x2
n 5 tDk2

i (1 2 âAth) 2 it«kiAuh(1 2 Ath). quantities n(2), T (2), u(2), and =2
'f(2). (vi) Another implicit

step is taken with a partial time step of u3t. With all
dependent variables in hand at time t 1 t, the step isWith this information, the equation to be solved for f is
complete.given by

Ap1=
2
'f 2 Ap2f 5 Sp , (39)

IV. NUMERICAL TESTS

where In this section, tests of the accuracy of the time-stepping
algorithm are presented. Tests of spatial resolution have

Sp 5 =2
'f(0) 2 Xnx2

nSn 2 tâDk2
i St , been performed elsewhere [1, 7]; this is neglected here

on the grounds that the previous algorithm has alreadyAp1 5 1 1 itkyVy , (40)
correctly represented the physics of Eqs. (12)–(15). Testing

Ap2 5 Xnx2
nAhp 1 tâDk2

i Atp 1 itWy . is done on two schemes: DIRK2, the new one presented
herein, and IMPL (ki terms first-order implicit; others
explicit), which is the old one [1] generalised to incorpo-This yields the tridiagonal matrix equation for f; at each
rate T.xi Eq. (39) becomes

In the diagnosis of the numerical performance of the
two schemes, the energy theorem for Eqs. (12)–(15) is(a2)i,lfi21,l 1 (d2)i,lfi,l 1 (c2)i,lfi11,l 5 (Sp)i,l , (41)
used [7]: One defines the fluctuation-free energy,

where

E 5 Ask(u='fu2 1 unu2 1 DsuT u2 1 uuu2)l, (43)
(a2)i,l 5 Ap1ai , (c2)i,l 5 Ap1ci,l , (d2)i,l 5 Ap1di,l 2 Ap2 ,

(42)
and then notes that E evolves according to Eqs. (12)–
(15) aswith ai , di,l , and ci,l given in Eq. (21). Once Eq. (41) is

solved to obtain f, the other dependent variables are ob-
tained from Eqs. (36). The auxiliary variable, =2

'f, the 1
2E

E
t

; G, G 2 (Gt 1 Gn 2 Gc 2 Gk 2 Gs) 5 GE , (44)E 3 B vorticity, is obtained by solving Eq. (39) directly
for it, not by operation with the =2

' matrix. This completes
the implicit step. The reader may verify that it possesses
the same desirable properties—amplification eigenvalues where the source/sink rates are given by
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2EGn 5 knvxl, son to the numerical results at a large time interval away
from the start (the decaying transients are very fast, and

2EGt 5 DshekTvxl,
it is not necessary to track them).

The two schemes were tested against each other and2EGc 5 Dku=i(âT 1 n 2 fu2l, (45)
against the exact solution for one representative case. The

2EGk 5 kDku=iT u2l, parameters were chosen as follows: Dk2
i 5 3.0, k 5 ky 5

0.5, gn 5 1, and gT 5 0.2. The numerical constants were,2EGs 5 eiku=iuu2l,
as usual, â 5 1.71 and k 5 1.6. For these parameters the
largest eigenvalue of A is given by Mathematica as c 2where vx 5 2f/y and GE gives the error. The angle
ig 5 0.0127267 2 i0.398368, corresponding to a frequencybrackets denote integration over the two-dimensional do-
of g and a growth rate of c. The values of t used rangedmain, V. For a single ky-component, as in the case of a
from 1022 to 10, cycling through a list of mantissas givenlocalised linear wave, they reduce to an integration over
by h1.0, 1.5, 2.0, 3.0, 5.0, 7.0j. The computations were carriedx, replacing, e.g., nvx with 2 Re n*vx in Gn . In case (A),
out as follows: At t 5 0 the dependent variables were setbelow, each contribution to E reduces to a squared ampli-
to f 5 n 5 1028 and T 5 0. Every Dt 5 max(0.1, t), to thetude and each source/sink term to a simple product, e.g.,
nearest step, E and its contributions were taken, alongGn R Re n*vx/E. The symbol G is used to denote a time-
with the phase, 2arg f. The run was carried to t 5 1000,dependent amplitude growth rate; the symbol c is reserved
after which the values of c and g 5 2d(arg f)/dt werefor the growth rate of the linear eigenfunction.
measured as centered differences and averaged overThis section is divided into three subsections: (A) Com-
970 , t , 1000. It was checked that the c of each dependentparison of the DIRK2 and IMPL schemes to the exact
variable was equal to the c of E to at least the fourthsolution for linear waves in a shearless slab with a finite
decimal place. The results appear in Fig. 1. The IMPLparallel gradient, retaining only the background plasma
scheme is stiffly stable, but loses accuracy quickly since itgradients and the parallel electron dynamics. (B) Compari-
is only accurate to first order in t. The DIRK2 schemeson of the DIRK2 and IMPL schemes for linear, localised
retains sharp convergence until tDk2

i * 1. At the lowerwaves in a sheared slab, with and without magnetic field
values, t , 1021, to which the IMPL scheme’s usefulnessinhomogeneity and without E 3 B flow shear. (C) Compar-
is limited, the DIRK2 scheme differs from the exact solu-ison of the DIRK2 and IMPL schemes for two-dimensional
tion in the fifth decimal place (exactly how much dependsturbulence in a sheared slab, with all the terms present.
on where in the run the results are measured). The accuracy
of the two schemes is shown by the dependence of eachA. Linear Waves, Shearless Slab
scheme’s GE as a function of t: the IMPL scheme is accurate

The subset of Eqs. (12)–(15) treated in this subsection to first order and DIRK2 to second (for GE , 1026 machine
may be represented in matrix form: accuracy is a factor).

A further comparison was done between the DIRK2
u̇ 5 A ? u, (46) scheme and the exact solution for various values of Dk2

i
at a given value of t 5 1021. Figure 2 shows the numerical

where results, along with the relative error to the exact solution;
e.g., for the growth rate, c, the relative error to the exact
ce is dc/c 5 uc 2 ceu/ce . The high accuracy is evident; it
is what would be expected from the result in Fig. 1 foru 5 1

f

n

T
2,

t 5 1021. This test ensures that the good behaviour of the
DIRK2 scheme holds for essentially arbitrary Dk2

i . Not
only are the results of the DIRK2 scheme convergent with
each other, but they obey the exact solution to high pre-
cision.A 5 1

2Dk2
i /k2 Dk2

i /k2 âDk2
i /k2

2ikygn 1 Dk2
i 2Dk2

i 2âDk2
i

2ikygT 1 SdâDk2
i 2SdâDk2

i 2Sd(â2 1 k)Dk2
i

2,

B. Linear Waves in a Sheared Magnetic Field(47)
Here, no exact solution is available, but the results of the

last subsection give one confidence that highly convergentwith ki a constant, representative value for xky , and k 5
ky (kx ignored). Both u and A are complex. Eqs. (46), (47) results are most likely also the correct ones. The set of

equations solved numerically was that of Eqs. (12)–(15)can be solved to find the exact solution for the initial-value
problem. Here, this is not done since the present purpose without the terms involving hf, j, Vy(x), or Wy(x). In xky-

space, each dependent variable is a complex function of xis served by finding the largest eigenvalue of A for compari-
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IMPL scheme is restricted to t & 5 3 1023. Finally, the
run of GE(t) reflects the first- and second-order accuracy
of the IMPL and DIRK2 schemes, respectively.

It is interesting to see what happens when the gB terms
are introduced, since these are not part of the scheme by
which parallel electron dynamics are treated. This intro-
duces operator splitting, which means that the overall
scheme will have first-order error scaling. Hence the need
for this additional test: the external drive is dropped, and
gB is set to 0.1, high enough to ensure the presence of a
linear instability. Other than this exchange of gB for cd ,
this test was carried out identically to the one in Fig. 3.
The results, shown in Fig. 4, indicate that although sharp
convergence is still seen for t & 1, the error GE is larger
for the DIRK2 than for the IMPL scheme, and it shows
first-order scaling as well. Although both the predictor–
corrector for the gB terms and the DIRK2 scheme for
the others are both second-order accurate, their split into
separate operations is not. Nevertheless, that convergence
extends to larger t than for the IMPL scheme reflects
the fact that the parallel electron dynamics itself is more
accurately treated than in the IMPL scheme. It also reflects
the slowness of the physics represented by the VB terms.
This experience shows that a low measured error in the
energy is not a sufficient test of numerical performance, a
lesson which is useful to other problems as well [21]. In
this case, while the measured GE for the IMPL scheme is

FIG. 1. Conversion of the DIRK2 and IMPL schemes against time
step, t, for a local, linear wave with Dk2

i 5 3, K 5 0.5, and he 5 0.2.
Mode frequency (g) and growth rate (c) are better converged by the
DIRK2 scheme. The energy error (GE) reflects first-order convergence
in the IMPL scheme and second-order in DIRK2.

(the subscript l is dropped for these linear runs), for x [
[2xL, xL]. The computations were set up much the same
way as in the last subsection; at t 5 0 the form of f(x)
was set to a special Gaussian: f(x) 5 n(x) 5 1028

exp(2x2/D2), with D 5 6, and T 5 u 5 0. The values of the
source/sink terms were taken in the same way as before; G
and GE were measured at the end. The phase of f was
taken at x 5 0. Each run was carried to t 5 300, with
measurements averaged over 270 , t , 300.

For the first test gB was set to zero, and the other parame-
ters were D 5 2.0, « 5 0.1, K 5 0.3, gn 5 gT 5 1, ei 5
0.04, and xL was 20. Since these linear waves are always
damped [16], an external drive term was added to Eq. (13),
multiplying gn by (1 1 icd), with dd 5 0.3. The source
term Gn was changed accordingly. The same pattern of t
variation was taken as in the last subsection, but the range
was 0.003 , t , 3.0. The results for c, g, and GE , shown
in Fig. 3, show by the similarity to Fig. 1 that the behaviour

FIG. 2. Comparison of the DIRK2 scheme to the exact solution for
of the two schemes is not changed by the introduction of t 5 1021 for local, linear waves with K 5 0.5 and he 5 0.2, with Dk2

imagnetic shear and spatial structure. The sharp conver- between 1023 and 102. Mode frequency (g) and growth rate (c) from
DIRK2 are shown along with the relative errors to the exact solution.gence of the DIRK2 scheme is maintained for t , 1.0. The
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F(x, y) 5 ON
kx,l51

A(k) exp(ilKy 1 ifkx x/xL 1 iQ), (49)

where Q is a random variable on the interval (0, 2f), the
initial amplitude spectrum is

A(k) 5 (k/10)21[1 1 (k/10)4]21/2, (50)

and k 5 Ïl2K2 1 k2
x . The initial amplitude was chosen to

be a0 5 2.0, with f(x, y) rescaled such that

a0 5 2 ON
l51

ExL

2xL

dx ufl(x)u2. (51)

The other dependent variables were set to n 5 f, and
T 5 u 5 0.

A reference run was set up and run to a point at which
the whole of the mode structure—spectra of the E and G

FIG. 3. Convergence of the DIRK2 and IMPL schemes against time
step, t, for a linear wave in a sheared-slab magnetic field with Dk2

i 5 2,
K 5 0.3, he 5 1.0, and « 5 0.1, driven externally with cd 5 0.3. Mode
frequency (g) and growth rate (c) are better converged by the DIRK2
scheme. The energy error (GE) reflects first-order convergence in the
IMPL scheme and second-order in DIRK2; without the gB terms there
is no operator splitting.

low, the loss of convergence for t . 1021 shows that mode
structure errors are entering, which have a cancelling effect
on the energy theorem. In addition to energy conservation,
numerical schemes must also pass direct tests of conver-
gence. So although the DIRK2 scheme has the higher GE ,
it is still outperforming the IMPL scheme.

C. Turbulence

Here, the complete system, Eqs. (12)–(15), was evolved
from an initial state characterised by adiabatic electrons
and random relative phases [7]. The form of f(x, y) at
t 5 0 was

FIG. 4. Convergence of the DIRK2 and IMPL schemes against time
step, t, for a linear wave in a sheared-slab magnetic field with Dk2

i 5 2,
f(x, y) 5 exp(2x2/D2)F(x, y), (48) K 5 0.3, he 5 1.0, and « 5 0.1, with magnetic field gradient gB 5 0.1.

Mode frequency (g) and growth rate (c) are still better converged by
the DIRK2 scheme. The energy error (GE) now reflects first-order conver-

where again D 5 6, and F is a homogeneous, random- gence in both schemes, because of the operator splitting in the DIRK2
scheme.phase field given by
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FIG. 5. Evolution of the source/sink terms (a) and spectra of the total sources and sinks (b), for the baseline run of turbulence in a sheared-
slab magnetic field with D 5 4, K 5 0.07, he 5 1, « 5 0.07, ei 5 0.04, and e' 5 3 3 1024. This is the basic nonlinear instability of collisional drift
wave turbulence in a sheared magnetic field [7, 8].

terms, profiles of the G terms, and spectra of the mode
widths of the fluctuations—is statistically stationary (see
[7, Appendix B]). Parameters were D 5 4.0, « 5 0.07,
K 5 0.07, gn 5 gT 5 1, ei 5 0.04, e' 5 3 3 1024, and xL

was 20. The E 3 B shear and magnetic curvature terms
were set to zero: Vy 5 Wy 5 gB 5 0. The number of Fourier
harmonics of k0 was 85. The number of grid points in the
x-direction was 129, with grid parameters taking the values
f0 5 4.0 and f1 5 0.3. The time step was t 5 0.1. The run
was carried to t 5 1000, the starting point for the tests
described below. The development of the G’s and their
spectra over the interval 750 , t , 1000 are shown in Fig.
5. In this and all other respects, the results of Refs. [7, 8]
are qualitatively reproduced by this run.

The first test was to check the convergence of the DIRK2
and IMPL schemes in the absence of E 3 B shear, both with
respect to the time step and against each other. Parameters
were as in the reference run, with the addition of gB 5
0.1. For the DIRK2 scheme, the values of t were 0.01 and
0.1; for the IMPL scheme they were 0.01, 0.03, and 0.1.
Each test was carried roughly to t 5 1025, allowing for
some unevenness due to the use of exact values, e.g., t 5
0.07. The evolution of G and GE of these cases is shown in
Fig. 6. Here, the actual dissipation by the hyperviscosity,
Gr , was computed and added to the right side of Eq. (44),
so that GE is the actual error of the scheme (in other papers
Gr is counted as part of GE [7, 8, 9]). Figure 6 shows sharp
convergence for the DIRK2 scheme; the G curves are

FIG. 6. Convergence of the DIRK2 and IMPL schemes against timenearly coincidental. As previously [1], the IMPL scheme
step, t, for the baseline run from Fig. 5, with the addition of VB 5 0.1.performs well for t 5 0.01 (corresponding to 0.001 for the
The time step values used are given in the text. The overall growth ratenormalisation and parameters of the case studied then)
comparison (a) shows good performance up to t 5 0.1 for the DIRK2

but badly for larger values. During the present tests, it has scheme and the usual deterioration with t . 0.01 for the IMPL scheme
been observed that the DIRK2 scheme for t 5 0.1 is faster [1]. The energy error (b) is increasingly excited with t 5 0.1 for the

DIRK2 scheme, but it is still small compared to the collisional sink rate, G2.on a Cray-YMP than the IMPL scheme for t 5 0.01 by a
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Vy(x) 5 Vx 1 AsWx2, Wy(x) 5 W, (53)

with the constant parameters set to V 5 0.3 and W 5 0.1.
Moreover, gB was set to 0.1.All terms in Eqs. (12)–(15)were
now present. The values for t ranged from 0.01 to 0.3, with
the same mantissa set as in the linear tests. Overall conver-
gence is shown in Fig. 8, with the same small differences in
G as before. The nonlinear stability limit is finally reached
with t 5 0.3; up to that point the results are ‘‘reasonably
convergent.’’ What this means is (1) is the size of GE is less
than Gc or Gk and (2) variations in Gc (the one with the largest
variation with t) were of order a few percentages over a co-
herence time. Precisely, for t 5 0.01, Gc was 0.0386 averaged
between 1010 , t , 1020, and for t 5 0.1 it was 0.0368, both
sampled 25 times. The coherence time is defined as the 1/e
half-width of the envelope of the autocorrelation function;
in this case using the envelope is important, due to the long-
wavelengthcoherence[7].Theautocorrelationfunctionwas
measured using a time series of n(x 5 0, y 5 0), sampled

FIG. 7. Convergence of the DIRK2 and IMPL schemes against time
step, t, for the baseline run from Fig. 5, with the addition of the sheared
E 3 B flow, V 5 0.3. The time step values used are given in the text.
The overall growth rate comparison (a) shows good performance up to
t 5 0.1 for the DIRK2 scheme, while the IMPL scheme can run only
for t 5 0.01 and smaller. The energy error (b) is increasingly excited
with t 5 0.1 for the DIRK2 scheme, but it is still small compared to the
collisional sink rate, G2.

factor of about 7. A similar test with gB 5 0 was also run,
with the same results.

Before the final tests will all the terms, the two schemes
were tested with the presence of an E 3 B flow with
constant shear,

Vy(x) 5 Vx, V 5 0.3, (52)

with gB 5 0 and other parameters as in the reference run.
The two time steps, t 5 0.01 and 0.1, were used for the
DIRK2 scheme, and the values 0.01 and 0.03 were used
for the IMPL scheme. In the IMPL scheme the predictor–
corrector scheme used on the E 3 B shear terms limits t
drastically; the largest value of Vyky is 35.7. This is enough FIG. 8. Convergence of the DIRK2 scheme against time step, t, for

the baseline run from Fig. 5, with the addition of the sheared E 3 Bto cause instability for t 5 0.03, as shown in Fig. 7. With
flow, V 5 0.3 and W 5 0.1, and with gB 5 0.1; all terms present. Thethe E 3 B shear terms integral to the treatment of the
time step values used are given in the text. The overall growth rateparallel dissipation terms in the DIRK2 scheme, the larger
comparison (a) shows good performance up to the nonlinear stability

value t 5 0.1 was well-convergent with the lower values. limit at t 5 0.2. The energy error (b) is increasingly excited with t 5 0.1
For the final test, solely on the performance of the for the DIRK2 scheme, but it is still small compared to the collisional

sink rate, G2.DIRK2 scheme, the E 3 B shear terms were given the form
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FIG. 9. Energy error, GE , as a function of t for the cases shown in
Fig. 8 (except for the pathological t 5 0.3). The closeness to a slope of
GE Y t reflects the operator splitting in the DIRK2 scheme.

FIG. 11. Contours of f(x, y) for the case t 5 0.01 from Fig. 8, at
t 5 1025. The difference, Df, is the result for the case t 5 0.1, minus
that for t 5 0.01. The degree of nonconvergence is about 5% over a

every dt 5 0.5 between 750 , t , 1000, and the coherence correlation time. The asymmetry is due to the presence of the E 3 B
flow shear. The contour interval in both frames is 0.25.time was estimated as Tc 5 25. The average GE is given as a

function of t in Fig. 9; the proportionality to t is reflective
of the first-order accuracy inherent in operator splitting, as
in the case linear waves. four cases, t 5 h0.01, 0.03, 0.05, 0.1j, are compared in Fig.

10a; in part b the ratio to the spectrum for t 5 0.01 isThis convergence is illustrated as well in spectra and
contours. These comparisons were done slightly differ- plotted for each t. In Fig. 11 the contours of n are shown

at t 5 1025, the actual contours for t 5 0.01, and theently; no measurements for G were taken, and the values
of t were adjusted slightly to ensure that all cases were difference from that for t 5 0.1. Both figures show noncon-

vergence of about a few percentages over a correlationcompared at the same t 5 1025. The spectra of Gc for the

FIG. 10. (a) Spectra of the resistive dissipation rate, GC , for the cases t 5 h0.01, 0.03, 0.05, 0.1j in Fig. 8. On this scale the nonconvergence is
hardly visible. (b) Ratio of GC(ky) of each case to that for t 5 0.01. The vertical scale is logarithmic. The cases are convergent to within a few
percentages in the energy producing range, ky/k0 , 20 (see Fig. 5).
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